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Proposals from binary tree and spatio-temporal tunnel 
for temporal segmentation of rough videos*  
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Existing temporal segmentation methods suffer from the problems of high computational complexity and complicated 
steps. To address this issue, we present a method that combines the binary tree and spatio-temporal tunnel (STT) for 
temporal segmentation of rough videos. First, we compute initial cumulative spatio-temporal flow to determine flow 
overflow of sub-video which is divided from a rough video. Second, the decision tree is generated by combining bi-
nary tree and balance factor to dynamically adjust the sampling line of the STT. Finally, pixels on the sampling line 
are extracted to generate an adaptive STT for temporal proposals. Experimental results show that the computational 
complexity of the proposed method is significantly better than that of the comparison methods while ensuring accu-
racy. 
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With the development of intelligent media, video sys-
tems have been widely used in daily life and security 
protection. At the same time, a large amount of video 
data has been generated, which brings difficulties for 
people to quickly browse and retrieve[1,2]. Temporal 
segmentation can extract motion segments from videos 
with many still segments, as shown in Fig.1. It is an ef-
fective means to quickly obtain information from lengthy 
videos[3,4]. 
 

 
Fig.1 Our method retrieves the locations of the active 
regions in an unsupervised way 

 
Most existing temporal action proposal methods detect 

motion objects based on superficial visual information 
such as the appearance and motion characteristics. These 
methods extract frames with motion objects to form ac-
tion proposals. MURTAZA et al[5] realized temporal ac-
tion proposals by calculating the energy of motion his-
tory images to reflect the spatio-temporal information of 
motion objects in videos. QU et al[6] and NAWAZ et al[7] 
perform a difference operation on the background image 
and the continuous inter-frame difference image after 

filtering. These methods also work well for slow-moving 
objects. GUO et al[8] improved the traditional optical 
flow methods, and improved the accuracy of action pro-
posals by additionally calculating the average motion 
vector of the four boundaries. Recent methods produce 
either proposals using sparse reconstruction[9], sparse 
dictionaries[10], and spatio-temporal paths[11] based me-
thods. However, these methods require processing the 
entire amount of video spatial data and detecting moving 
objects frame by frame for temporal action segmentation, 
which is computationally expensive and time-consuming 
for large-scale videos. 

With the rise of artificial intelligence, deep learning 
methods have been widely used in the fields of object 
detection and action proposals[12-15]. YU et al[16] proposed 
an object-guided external storage network with storage 
efficiency handled by object-guided hard attention to 
selectively store valuable features. CHEN et al[17] pro-
posed a unified framework for time propagation and 
cross-scale refinement to seek strategies that balance 
performance and cost. SHEN et al[18] proposed a set of 
learning-from-scratch object detector design principles, 
the key of which is deep supervision. QU et al[19] pro-
posed a pyramid attention module to obtain key object 
information, and dedicated a dilated convolutional block 
to provide semantic information and geometric details 
for motion foregrounds. The methods based on deep 
learning have been proven to be effective, but there are 
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still many defects. On the one hand, these methods re-
quire a large amount of data to pre-train the model, lead-
ing to they cannot achieve an unbiased estimation of data 
laws in application scenarios with limited data. On the 
other hand, models based on deep learning have high 
computational complexity and are difficult to apply on 
scenes with limited computing power. 

Aiming at the problems of large amounts of calcula-
tion and high computational complexity of existing me-
thods, ZHANG et al[20] proposed a progressive spa-
tio-temporal tunnel (STT) to generate spatio-temporal 
action proposals. This method only processes pixels on 
the sampling line rather than processing the full amount 
of video spatial data to reduce calculation. However, in 
the real video scene, the movement of objects is uncer-
tain and random. Since the progressive STT has to ma-
nually determine the number and position of the sam-
pling lines, it cannot consider the computing speed and 
accuracy for video with changing motion conditions. To 
address this issue, we demonstrate the proposals from 
binary tree and STT for temporal segmentation of rough 

videos, which dynamically adjusts the sampling lines by 
generating a binary decision tree. The adaptive sampling 
of videos in different motion modes forms an adaptive 
STT, which improves the accuracy while reducing the 
computational complexity. The proposed method only 
processes pixels on the sampling line instead of all pixels, 
which greatly reduces the amount of computation. Si-
multaneously, the proposed method does not require a 
large amount of data to pre-train the model, which fur-
ther reduces the computational complexity. 

Here, the temporal segmentation of rough videos is 
produced by generating adaptive STT. Fig.2 shows the 
overview of the proposed method. First, we divide the 
input video into sub-videos of equal length and calculate 
the cumulative spatio-temporal flow to generate the flow 
overflow of sub-videos. Second, we calculate the balance 
factor according to flow overflow, and combine the bi-
nary tree to produce the decision tree. Finally, the sam-
pling line is adjusted dynamically with a decision tree to 
generate an adaptive spatio-temporal tube for action 
proposals. 

 

 
Fig.2 Overview of the proposed method 

 
STT is formed by capturing motion objects with cir-

cular sampling lines in video frames according to ratios 
of video sequences. We use STT because it only needs to 
process the pixels on sampling lines of video to construct 
the STT flow model[20]. The STT method can greatly 
reduce data processing.  

The input video sequence is divided into sub-videos of 
equal length to adjust dynamically sample lines. For a 
long rough video with N frames, there are total 

/n N V     sub-videos, where V is the length of each 
sub-video. For motion analysis, the model extracts pixels 
on each circular sampling line to form STT. Suppose the 
perimeter of a sample line is L, the coordinates of pixel 
(x, y) on the STT are given as follows 
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where ( , )centerX centerY  represents the center of cir-
cular sampling line and the range of S is S=1, 2,..., L.  

STT introduces sub-sampling lines to analyze the mo-
tion direction of objects in the video. The pixel value of 
the object entering the sampling area is assigned as I(x, 
y)=1, and the pixel value of the object exiting the sam-
pling area is assigned as I(x, y)=−1 to calculate the cu-
mulative spatio-temporal flow CF as 

1
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where Ω is the area with motion object. 

As shown in Fig.3, the object enters the sampling area 
from behind the door and moves along the trajectory 
marked by the dotted line to the right boundary. The cir-
cular sampling line of progressive STT[20] only captures 
the objects exiting the sampling area. The spa-
tio-temporal flow calculated by progressive STT is al-
ways less than 0. A similar situation includes that the 
object enters from the sampling area boundary and 
moves to the door for exiting the sampling area. 
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Fig.3 A video with spatio-temporal flow less than 0 
 
In the real world, people browse videos for people, 

cars, animals and other objects with a certain volume 
when looking for motion objects in videos. These kinds 
of objects occupy multiple pixels in video rather than 
one[21]. Therefore, for a video sequence with the size of 
W×H×T, we define the tolerance for motion segmenta-
tion as  

3 ,c
p

                                    (4) 

where p is the frame rate of the video sequence, W and H 
are the width and height of the video frame respectively, 
T is the length of the video sequence, and c=min(W, H). 

We suppose that the length of the sub-video is N, and 
the width and height of the video frame are W and H, 
respectively. First, the circular sample line inscribed in 
the sub-video frame is used as the initial sample line. The 
initial sampling parameter of the initial sampling line is 
r1=min{W/2, H/2}, l=1, where r is the radius of the cir-
cular sampling line, and l is the number of circular sam-
pling lines. We calculate the initial cumulative spa-
tio-temporal flow of the sub-video according to Eq.(2), 
and calculate the flow overflow fof as   
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where fend is the end frame of the current sub-video, CF 
is the initial cumulative spatio-temporal flow, and δ is the 
tolerance.   

In this letter, flow overflow with l=1 is regarded as the 
root node to generate a decision tree. Simultaneously, the 
parameter of sub-video i=1 is set. For the sub-video with 
fof=1, it means that the number of motion objects that are 
captured by the sampling line entering the sampling area 
is more than exiting. For the sub-video with fof=0, it 
means that the sampling line can integrally capture mo-
tion objects. For the sub-video with fof=−1, it means that 
the number of motion objects that are captured by the 
sampling line entering the sampling area is less than ex-
iting. We set the balance factor BF for each node based 
on the above analysis as 

0
.

1
T fof

BF
F fof

  
                        (6) 

A binary tree is made of nodes, where each node con-

tains a left pointer, a right pointer, and a data element. 
The root pointer points to the top node in the binary tree. 
The left and right pointers recursively point to subtrees 
on either side, and the left and right subtrees are also 
binary trees. In this letter, the rough video is divided into 
small sub-videos. The decision tree is generated to adap-
tively sample, and dynamically find the optimal sam-
pling position of every sub-video.  

The decision tree is generated by combining STT and 
the binary tree. The Ωl-1 and Ωl are two sampling areas 
formed by sampling with sampling parameter ql. We 
analyze the BF of the two sampling areas. There is no 
need to adjust the sampling line with BF=T since the 
sampling strategy is optimal. We generate the leaf node 
of the decision tree with BF=F according to the value of 
flow overflow. The calculation of the newly generated 
leaf node is shown as 
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where il=2il-1 indicates that the sampling line is added on 
the inside of sampling area in the process of adjusting the 
sampling line. Simultaneously, a left subtree is added to 
the leaf node of decision tree. As shown in Fig.4, the red 
points represent motion objects, the blue lines represent 
motion trajectory, and the blue arrows represent the mo-
tion direction of objects. The figure briefly shows the 
process of dynamically adjusting sampling line and gen-
erating decision tree with fof=1. Similarly, il=2il-1+1 in-
dicates sampling line is added on the outside of sampling 
area. A right subtree is added to the leaf node of decision 
tree. Fig.5 briefly shows the process of dynamically ad-
justing sampling lines and generating the decision tree 
with fof=−1.  
 

 

            (a)                         (b)  

Fig.4 The process of generating a decision tree and 
dynamically adjusting sampling lines with flow over-
flow of 1: (a) Sampling lines; (b) Decision tree 

 
The sampling parameters of the (l+1)th sampling line 

are calculated as follows 

2log 1,d i                                (8) 

1(2 1),dj i                                (9)
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where d is the depth of the decision tree, and j is the se-
rial number of the node at the dth layer. 
 

 
   (a)                          (b)  

Fig.5 The process of generating a decision tree and 
dynamically adjusting sampling lines with flow over-
flow of −1: (a) Sampling lines; (b) Decision tree 

 
We calculate the cumulative spatio-temporal flow of 

the newly generated sampling area. Meanwhile, the deci-
sion tree is generated until each leaf node of the decision 
tree of the sub-video meets BF=T. 

The frame number of the sub-video /
1{ }T n

k kV x   that 
has completed adaptive sampling is [1, T/n], where 

3w h
kx R   , and w, h, and 3 are the sizes of width, height, 

and channel number for each frame, respectively. The 
pixels on the sampling lines are extracted to construct an 
adaptive STT. The cumulative spatio-temporal flow is 
calculated and recorded according to Eq.(2). /

1{ }T n
k kY y  , 

{0,1}ty   is the kth binary label which represents 
whether the kth frame is selected as a temporal action 
proposal. yk is calculated as  
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The temporal action proposals Sv segmented from the 
sub-video segment is selected as follows 

{ | }v kS x k E  ,                         (12) 
where { [1, / ] | 1}kE k T n y   . The temporal action 
proposals of each calculated sub-video are spliced and 
output to generate the action proposals of the rough vid-
eo.  

We choose VISOR[22] and self-collected dataset for 
experiments. VISOR is a dataset of long red-green-blue 
(RGB) video recordings of people doing prescribed ac-
tions. It consists of rough videos covering a wide range 
of topics, including scenarios of streets, gates and cross-
roads. This dataset provides a ground truth consisting of 
temporal markers and action labels. The self-collected 
dataset is captured in the real world, including multiple 
real scenarios and kinds of motion states. It has a large 
variation in object size and intensity contrast. The me-
thod is implemented on an Intel Core i5-8265U CPU and 
16.00 GB memory, with the software of Matlab R2018b. 

To analyze the effectiveness of the proposed method, 
the calculating time (Tc), the precision rate (P), the recall 
rate (R) and F1-score (F1) are adopted to measure the 
performance of the method. All frames identified as ac-
tion proposals are counted. Frames containing motion 
objects are defined as true positives (NTP), and frames 
without motion objects are defined as false positives 
(NFP). Frames that contain motion objects but are not 
identified as action proposals are defined as false nega-
tives (NFN). The P, R and F1 are calculated as   
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The performance of the proposed method is measured 
using Tc, P, R and F1 as evaluation indicators for 10 vid-
eos. The proposed method is compared with the methods 
in Refs.[5], [7], [8] and [20]. Tab.1 shows the average 
calculating time (aTc), average precision rate (aP), aver-
age recall rate (aR) and average F1-score (aF1) of the 
comparison methods and the proposed method on 10 
videos. 

Tab.1 Comparison of experimental results 

Method aTc (s) aP (%) aR (%) 1aF (%) 
Ref.[5] 931.07 83.68 80.46 82.04 
Ref.[7] 478.91 90.13 80.79 85.20 
Ref.[8] 683.24 88.07 87.19 87.63 

Ref.[20] (1C) 34.16 64.93 60.32 62.54 
Ref.[20] (2C) 76.30 63.67 67.14 65.36 
Ref.[20] (3C) 137.87 60.12 74.93 66.71 

Proposed method 58.31 95.55 82.64 88.63 
 

In Tab.1, it can be seen that the average calculating 
speed of the proposed method is much higher than that of 
the methods in Refs.[5], [7], [8] and [20] (2C, 3C). Al-
though the average calculating speed of the proposed 
method is slightly lower than that of the method in 
Ref.[20] (1C), the aP, aR and aF1 of the proposed me-
thod have obvious advantages. We suppose the size of 
input video is W×H×T, where W×H is the size of video 
frame, and T is the length of the video sequence. The 
computational complexity of the proposed method is 

1
( / 2π ( ))n

ii
O T n nR R


   , the computational complex-

ity of the method in Ref.[20] is O(T×2π×(R+R/2+ 
R/3+...)), and the computational complexity of the 
methods in Refs.[5], [7] and [8] is O(W×H×T). The 
computational complexity of the proposed method is 
significantly superior to the comparison methods, which 
greatly reduces the calculating time. 

As we can see from Tab.1, the results of the action 
proposals generated by the proposed method and the 
method in Ref.[20] are similar to videos with BF=T. 
Nevertheless, the method in Ref.[20] cannot completely
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capture the motion trajectory for the video with BF=F. 
The proposed method constructs adaptive STT by dy-
namically adjusting the sampling line, which is suitable 
for the scene with variable motion. The aR of the pro-
posed method is slightly lower than that of the method in 
Ref.[7], because the proposed method only calculates the 
pixels on the sampling line rather than full spatial data. 
Considering aF1 and aTc comprehensively, the perform-
ance of the proposed method is better than that of the 
comparison method, and the calculating speed is greatly 
improved. 

A great temporal action proposals method should 
achieve high P and R by finding motion frames as many 
as possible in a video[10]. In Tab.2, we summarize the 
comparison results of our method with Ref.[20] (2C) that 
have the closest calculation amount for both the VISOR 
and the self-collected datasets. Our method achieves a 
good aR of 82.83% for VISOR as compared to the me-
thod in Ref.[20] (2C). Similarly, Tab.2 also shows the 
method in Ref.[20] (2C) produces lower P since the me-
thod in Ref.[20] (2C) produces more false positive pro-
posals. For self-collected, the proposed method achieves 
the aR of 82.44%, while the method in Ref.[20] (2C) 
produces the aR of 56.74%. We observe a better per-
formance of our method against the Ref.[20] (2C) for 
different videos.  

 
Tab.2 Temporal action segmentation results for VISOR 
and self-collected datasets 

P (%) R (%) P (%) R (%) 
Video name 

Proposed method Ref.[20] (2C) 
                  VISOR[22] 

Video 1 96.28 89.07 94.91 85.92 
Video 2 88.21 82.42 98.53 80.71 
Video 3 100 74.83 100 79.44 
Video 4 100 86.37 32.09 54.73 
Video 5 93.52 81.47 27.47 39.01 
Average 95.60 82.83 70.6 67.85 

                 Self-collected dataset 
Video 6 100 91.22 100 90.61 
Video 7 91.85 80.29 94.52 89.37 
Video 8 86.48 86.40 21.03 63.97 
Video 9 99.18 75.81 40.07 33.62 

Video 10 100 78.47 22.37 54.58 
Average 95.50 82.44 56.74 66.43 

 
To verify the correctness of the proposed method, two 

representative videos Video 4 and Video 8 are selected 
for analysis. Fig.6 shows the results of action proposals 
using the proposed method on two videos respectively. 
And we compare action proposals with the ground truth 
of videos. The horizontal direction in the figure repre-
sents the direction of the time axis, the black blocks rep-
resent the ground truth in the experimental videos, and 
the red blocks represent the action proposed by the pro-
posed method.  

 
 

 

Fig.6 Final segmentation results where the ground 
truth is shown in black color, and segmentation re-
sults of our method are shown in red color for (a) 
VISOR and (b) self-collected datasets 

 
As can be seen from Fig.6(a), the 426th, 1 591st and 

4 053rd frames are the start frames of the action propos-
als, and there are motion objects in the corresponding 
video frames that enter the sampling area. The 521st, 
2 029th and 4 139th frames are the end frames of the 
action proposals, and there are motion objects in the cor-
responding video frames that exit the sampling area. We 
randomly extract the frames of the action proposals using 
our method. There are motion objects in the 1 772nd and 
1 904th frames. In Fig.6(b), there are motion objects en-
tering in the 31st, 903rd and 1 358th frames, which are 
the start frames of the action proposals. In the 418th, 
1 041st and 1 140th frames, there are motion objects that 
exit the sampling area. These frames are the end frames 
of the action proposals. The above analysis confirms the 
correctness of the proposed method. 

In this letter, we have proposed a combining binary 
tree and STT for temporal segmentation of rough videos 
method by constructing decision tree. The method pro-
duces action proposals, which can directly segment the 
uncut videos with action segments. We calculate the spa-
tio-temporal flow to generate flow overflow. Next, we 
create balance factor for every sub-video to construct 
decision tree. Finally, the adaptive STT is produced by 
adjusting dynamically sampling line to segment action 
proposals. From the experimental comparison and analy-
sis, the proposed method solves the problem of high 
computational complexity of the existing methods. Our 
method achieves high robustness and is suitable for 
scenes with variable motion. 
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