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Light field imaging based on a parallel SVM method 
for recognizing 2D fake pedestrians* 
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It is novel to apply three-dimensional (3D) light field imaging technology to recognize two-dimensional (2D) fake pe-

destrians. In this paper, we propose a parallel support vector machine (SVM) method based on 3D light field imaging 

(light field camera) and machine learning techniques. A light field (LF) camera with robust sensors, which is able to 

record rich 3D information, is used as hardware equipment. Histogram of oriented gradient (HOG) feature extraction 

algorithm and SVM classification method are used to recognize the real and 2D fake pedestrians efficiently. Besides, 

we carry out an experiment on our improved LF pedestrian dataset. The experimental results of parameter optimization 

study show that in the case of 400 training samples (200 positive samples and 200 negative samples), 120 to 420 test-

ing samples, and an HOG cellsize as 8×8, the best recognition accuracy with polynomial kernel function is improved 

by more than 2% compared with the previous method. The best accuracy is 99.17%. Otherwise, the recognition accu-

racy of more than 98.00% will be obtained even under other experimental conditions. 
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The rapid development of light field (LF) imaging tech-

nology provides theoretical support and technical guid-

ance for the research of pedestrian recognition[1,2]. 

Nowadays, pedestrian recognition technology is widely 

used in the fields of intelligent robots, video surveillance, 

and automotive safety. It has been developed from the 

original experimental research to the large-scale applica-

tion[3,4]. However, the wrong recognition results occur 

frequently as well, as shown in Fig.1, the pedestrian traf-

fic signs are recognized as real pedestrians. The primary 

reason is that in the process of videos or image acquisi-

tion, due to the limitations of two-dimensional (2D) im-

aging equipment, the depth information of pedestrians is 

missing, making it impossible to express the object 

model from all angles. 

The difference between 2D and three-dimensional (3D) 

imaging devices is that the detector of traditional 2D 

imaging devices can only respond to the intensity of light 

resulted in losing the direction information. In contrast, 

the 3D imaging device can record the light intensity as 

well as the detection. Meanwhile, it can generate the 

depth maps of the scene[5]. As a new type of 3D imaging 

device, the LF camera has been widely used in scientific 

research[6,7]. By combining lens, microlens array, and 

photosensor, an LF sensor is constructed, which can ob-

tain the LF information of the scene. As shown in Fig.2, 

the microlens array is an integer array and contains mul-

tiple units, and a set of 2D arrays can represent it. At the 

same time, there is a conjugation relationship between 

the ultraviolet (UV) surface of the main lens and photo-

sensor. Especially, when each beam of light in the lens 

passes through the microlens array, sub-aperture images 

of microlens are left on the photosensor. When the com-

plete light path distribution in the camera is obtained, the 

light will be re-projected to a new plane, and this process 

is equivalent to the manual focusing of 2D cameras. In 

essence, it can be realized by mathematical calculation, 

so it also called digital focusing[8]. Through this process, 

the position images of different image planes can be ac-

quired with only one exposure under the support of a 

large-aperture by LF camera. The 3D information of the 

scene can be easily obtained. Nowadays, compared with 

other RGB-D cameras, such as time of flight (TOF), 

binocular vision, etc[9,10], it has many advantages, such as 

a single sensor, high resolution, high-cost performance, 

low environmental restriction, low noise for imaging and 

sensing, comfortable operating in the later stage, etc. 

Therefore, this paper uses Lytro-Illum, the second gen-

eration of consumer-grade LF cameras produced by Ly-

tro Company, to carry out the experimental research on 

2D fake pedestrians. It should be noted that the format of 

the imported data generated by the LF camera is. LF 
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picture (.LFP) is a unique output format of the Ly-

tro-Illum camera. At the same time, there are two meth-

ods to resolve the format. The first is the official Lytro 

software produced by Lytro company, one type of desk-

top personal computer software. The second is LFP 

reader program based on MATLAB toolbox, an 

open-source/method that can be used by anyone. In our 

experiment, we choose the former method, because Lytro 

software has the advantage of simple operation and fast 

processing speed[11]. The requirement of processing 

speed is essential to our research. Meanwhile, the second 

method needs to analyze the obtained data (.RAW/.JOSN) 

in MATLAB, it takes a long time to process only one LF 

image, which is not in line with the original intention of 

our banquet design. 

 

Fig.1 The wrong recognition results of 2D fake 
pedestrians (traffic signs) 

 

Fig.2 Schematic diagram of LF camera imaging 
 

In previous work, our research group first verified the 

feasibility of the LF camera in the study of 

two-dimensional fake pedestrian recognition, but this 

work is not perfect. The proposed method is only a se-

rial-based classic support vector machine (SVM). There is 

still room for improvement. So, in this paper, we propose a 

new parallel strategy based on LF camera and SVM. At 

the same time, to make our method more universal, we 

improved the data set and considered more realistic sce-

narios. Further, based on the optimization of machine 

learning parameters, we carried out sufficient experimental 

verification. Therefore, compared with the previous feasi-

bility study, this paper has different strategies for machine 

learning and the data set used in the experiment, and the 

final experimental results have also greatly improved. 

Compared with the first pedestrian LF dataset con-

structed by the method of Ref.[12], the positive and 

negative samples in the dataset were further improved by 

taking into account the situations that often occur in the 

real scene. For positive samples, more 2D fake pedes-

trian images in mutual occlusion are added, and the sin-

gle pedestrian images in the simple scene are reduced. 

For negative samples, more traffic sign images and 

signboard images are added, and the liquid crystal dis-

play (LCD) images are reduced.  

Based on light field imaging and machine learning 

techniques, a new parallel 2D fake pedestrian recognition 

framework was proposed. This is different from all pre-

vious researches in the field of LF pattern recognition. 

Meanwhile, compared with the previous method, the 

results in this paper are much better than those before. 

Based on our recognition framework and the improved 

dataset, the effects of histogram of oriented gradient 

(HOG) feature parameter cellsize and different kernel 

functions were studied on experimental results, the best 

effect was achieved when set the cellsize as 8×8, and 

kernel function is polynomial. 

In our process of extracting HOG features, the input 

images come from the improved pedestrian LF dataset we 

constructed, the size of each image is 64×128. Firstly, the 

input images are normalized to reduce the impact of illu-

mination, although we have already considered the factor 

in the acquisition of our dataset. Secondly, the images are 

divided into small spatial regions (cellsize), and then we 

use the one-dimensional horizontal gradient operator [−1, 

0, 1] and the one-dimensional vertical gradient operator 

[−1, 0, 1]T to calculate the horizontal and vertical gradients 

at each point (x, y) of the cell. Finally, the gradient of one 

pixel in the corresponding image is shown as 
 
Gx(x, y)=H(x+1, y)−H(x−1, y),                 (1) 

 
Gy(x, y)=H(x, y+1)−H(x, y−1),                 (2) 

 
where Gx(x, y) is the horizontal gradient of one pixel, 

Gy(x, y) is the vertical gradient of one pixel, and H(x, y) 

is the pixel value of one pixel. 

Therefore, the gradient value of pixel points can be 

expressed as Eq.(3) and the gradient direction can be 

expressed as Eq.(4). 
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Fig.3 Schematic diagram of gradient direction 
projection
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SVM is an efficient machine learning algorithm, 

which is widely used in the research of classification 

problems[13]. In our experiment, for the study of 2D fake 

pedestrian recognition, it essentially belongs to a nonlin-

ear problem. Therefore, for the samples in our dataset (x1, 

y1), (x2, y2) …(xn, yn), xi Rn, yi [−1, +1] indicates the 

class to which xi belongs to, we use kernel function for 

nonlinear transformation operation and map samples to 

high-dimensional feature space H. According to Mer-

cer[14], the optimal decision function can be expressed as 

Eq.(5). Through this transformation, we have found the 

optimal classification plane in H, as shown in Fig.4. 

 

Fig.4 The principle of SVM 
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Fig.5 is the recognition framework. The hardware device 

used in the experiment is Lytro-Illum, and the software is  
 

 

Fig.5 The proposed recognition framework 
 

Lytro desktop software[15]. 

At the beginning of the experiment, we obtain a large 

number of images in the real scene through Lytro-Illum. 

The images include real pedestrian images, 2D fake pe-

destrian images, and other images. 

After that, the acquired images are processed by Lytro 

software. And the images containing 2D information and 

depth information are obtained, respectively.   

Then, the parallel method of HOG&SVM was applied 

to recognize 2D images and the depth images separately. 

In this process, the SVM first algorithm maps the ex-

tracted two-dimensional features to the three-dimens- 

ional space, then finds the optimization model with the 

maximum interval by calculating the geometric interval 

between the hyperplane and the support vector. Through 

this process, the pedestrian images (including the real 

pedestrians and 2D fake pedestrians) are obtained, and 

the interference of other life scenes is eliminated. At the 

same time, the training samples do not need to be re-

tained in the training process, and the final model is only 

related to the support vector. The method of HOG&SVM 

is shown in Fig.6.  

Finally, we matched the pedestrian images of 2D in-

formation and depth information. If the images contain 

the same pedestrians, we will believe that the pedestrians 

in the images are the real ones. 

The increasing interest in pedestrian recognition leads 

to research on the diversity of pedestrian datasets. Since 

the properties of the benchmark dataset are still defective, 

Ref.[12] first used the Lytro LF camera to build a pedes-

trian LF dataset, which contained 1091 samples. This 

dataset played a vital role in the application of LF imag-

ing technology to the study of the 2D fake pedestrian 

problem. Moreover, it proved the rationality and feasibil-

ity of our proposed recognition framework. However, 

through the research, we found that the dataset also has 

some limitations; the main limitations are as follows. 

1. The dataset contains large positive samples of a sin-

gle pedestrian, and the dataset got fewer pedestrian 

scenes in mutual occlusion.   
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2. For negative samples in the dataset, we collected 

large LCD images and high-definition (HD) images. 

While taking into account the reality, the samples of traf-

fic sign images and signboard images (2D images) ap-

pear more frequently than LCD and HD images in the 

real scene. 

With this in mind, we improved the previous dataset. 

For the positive samples, we increased the number of 

pedestrian images under mutual occlusion and reduced 

one single pedestrian images in real life, as shown in 

Fig.7. For the negative samples, we reduced the LCD 

images and HD images and added many traffic signs im-

ages and signboard images (2D images). Some added im-

ages are shown in Fig.8, the improvement of the dataset is 

still based on the Lytro LF camera and Lytro software. In 

the end, the dataset contains 500 positive samples and 500 

negative samples. Meanwhile, considering the requirement 

of reducing hardware consumption and reaching real-time 

recognition, both 2D images and depth images were nor-

malized to 128×64 in the experiments. 

 
Fig.6 Our model based on HOG&SVM

   

(a)                       (b)   

  
              (c)                       (d) 

Fig.7 Some increased samples in our dataset: (a) (b) 
Pedestrians in mutual occlusion (positive samples); 
(c) (d) Depth images to (a) (b) 
 

  
                    (a)                  (b)   

   

               (c)              (d) 

Fig.8 Some increased samples in our dataset: (a) (b) 
Traffic signs (negative samples); (c) (d) Depth images 
to (a) (b) 

 

In the process of extracting HOG features, we chose 

the cellsize as 4×4, (Ref.[12] set the cellsize as 8×8), the 

number of testing samples we set were 120, 180, 240, 

360 and 420, the training samples were 400, and the ex-

perimental results are shown in Tab.1. 

In Ref.[12], the best recognition accuracy under dif-

ferent kernel functions we can get is less than 97.00%. In 

this paper, when we select 400 training samples and 120 

testing samples, and the HOG parameter cellsize set as 

4×4, the best recognition accuracy we can get is 98.33% 

(polynomial kernel). At the same time, when other test-

ing samples are selected (such as 300 or 360 testing 

samples with the linear kernel), the recognition accuracy 

is greater than 97.50%. Even the worst recognition accu-

racy is greater than 95.50% (360 testing samples with 

radical base function (RBF) kernel). To analyze the basic 
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reason, if the correct ROI area is not correctly extracted 

in Ref.[12], the next step of classification will be affected. 

But for the method proposed in this paper, we adopt a 

parallel method to recognize 2D and depth pedestrian 

information at the same time, which will avoid the wrong 

recognition of real pedestrians.  

 
Tab.1 The experimental results (cellsize 4×4) 

 
120 180 240 300 360 420 

RBF 96.67 96.11 96.25 96.67 95.56 95.24 

Polynomial 98.33 97.22 96.67 97.33 96.39 97.14 

Linear 97.50 96.67 97.50 98.00 97.50 97.38 

 

For our experimental research, we found that the se-

lection of HOG parameter cellsize has a great influence 

on the establishment of the training model. Therefore, in 

order to further test the performance of the proposed 

method and make the experiment more convincing, we 

selected and tested the influence of different cellsizes on 

experimental results. The two parameters we choose are 

8×8 and 16×16, and the corresponding experimental re-

sults are shown in Tab.2 and Tab.3, respectively. When 

cellsize as 8×8 is selected, the recognition accuracy has 

been further improved, reaching a maximum of 99.17% 

(polynomial kernel, 120 testing samples). Moreover, 

when 420 testing samples are selected, the highest rec-

ognition accuracy can reach 98.57% (polynomial kernel). 

When cellsize as 16×16 is selected, we can get the high-

est recognition accuracy of 98.33% (120 testing samples, 

RBF kernel). When other testing samples are selected 

(such as 180 or 240 testing samples with polynomial 

kernel and RBF kernel), the recognition accuracy is also 

greater than 97.00%. In addition, through the detailed 

analysis of the experiment, we also found that when cell-

size was selected as 4×4 and 8×8, the recognition results 

of polynomial kernel function are better than RBF kernel 

function and linear kernel function on average, when 

cellsize was selected as 16×16, the recognition results of 

RBF kernel function are better than polynomial kernel 

function and linear kernel function on average. The main 

reason is that with the increase of cellsize, the dimen-

sions of the extracted features gradually decrease, and 

the mathematical form of the feature is relatively simple, 

the RBF kernel function is more expressive when dealing 

with simple features. 

 
Tab.2 The experimental results (cellsize 8×8) 

 
120 180 240 300 360 420 

RBF 97.50 96.67 96.67 97.00 95.83 96.90 

Polynomial 99.17 98.33 98.33 98.00 97.78 98.57 

Linear 98.33 97.78 97.92 99.00 96.39 95.95 

Tab.3 The experimental results (cellsize 16×16) 

 
120 180 240 300 360 420 

RBF 98.33 97.78 97.08 97.33 96.39 96.90 

Polynomial 97.50 97.78 97.08 97.00 96.11 97.14 

Linear 97.50 97.78 96.25 96.33 95.28 93.57 

 

In summary, we have first proposed a new parallel 

SVM method to solve the problem of recognizing 2D 

fake pedestrians. Then, for the research of 2D pedestrian 

recognition, we have improved the previously estab-

lished pedestrian LF dataset. Finally, in our improved 

dataset and under three different kernel functions, we 

studied the influence of cellsize on the experimental re-

sults during the HOG feature extraction process. The 

final experimental results show that in the case of 120 

testing samples, 400 training samples, and an HOG cell-

size as 8×8, the best recognition accuracy of the method 

can reach 99.17% (polynomial kernel). Meanwhile, when 

the cellsize are 4×4 and 16×16, the highest recognition 

accuracy will also be exceeded by 98.00%, reaching 

98.33%. This further work demonstrates that the prospect 

of using light field imaging and SVM to solve the prob-

lem of recognizing 2D fake pedestrians. 
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